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C o n clu sio n ...................................................................................................................... 12 87

Privay by design is about making privacy part of the conception and development of

new data collection tools. But how should we interpret "prvay by design" as a legal mandate?

As it transitions from an academic bu.zzword into binding law, privag by design will, for the

first time, impose real responsibilities on realpeople to do specfic things at specific times. And

yet, there remains significant disagreement about what privag by design actually means in

practice: we have yet to define its who, what, when, why, and how. Privagy by design is

unmoored and unclear. This Article fills that void. More specifically, this Article offers a new

paradigm, based on the law of products liabilijy for design defects, for thinking about privagy

by design as a law. This Article shows howprivacy by design andproducts liability arose in

similar socioeconomic contexts to answer similar questions and to achieve similar goals. It

makes sense, then, to look to products liability to explain the proactive obligations of

technology companies to design technology products with privagi and the needs of consumers in

mind.

INTRODUCTION

The European Union's General Data Protection Regulation (GDPR), which

took effect on May 25, 2018, calls for privacy "by design and by default."'So-called
"privacy by design" has also been endorsed by the Federal Trade Commission

(FTC)
2 and the Office of the Attorney General of California.3 Privacy by design is

now the law. But beyond a general understanding that it refers to making pivacy

part of the design process for new technologies, what privacy by design means in

practice is far from clear.4 That uncertainty is fatal to its transition from an academic

buzzword to a legal mandate: If neither regulators nor the regulated know what

1. See Regulation 2016/679 of the European Parliament and of the Council of 27 April 2016

on the Protection of Natural Persons with Regard to the Processing of Personal Data and on the Free

Movement of Such Data and Repealing Directive 95/46/EC, 2016 O.J. (L 119) [hereinafter
Regulation 2016/679].

2. FED. TRADE COMM'N, PROTECTING CONSUMER PRIVACY IN AN ERA OF RAPID CHANG F:

RECOMMENDATIONS FOR BUSINESSES AND POLICYMAKERS 22 (2012), https://www.ftc.gov/sites/

default/files/documents/reports/federal-trade-commission-report-protecting-consumer-privacy-era-
rapid-change recommendations/120326privacyreport.pdf [https://perma.cc/Y575-Q9CE]

[hereinafter FED. TRADE COMM'N, PROTECTING CONSUMER PRIVACY].

3. CAL. DEP'T OF JUSTICE, OFFICE OF THE ATr'Y GEN., PRIVACY ON THE GO:

RECOMMENDATIONS FOR THE MOBILE ECOSYSTEM 1, 4 (2013), https://oag.ca.gov/sites/all/

files/ agweb/pdfs/privacy/privacy-on-thego.pdf [https://perma.cc/2TFV-DDK7] ("Our

recommendations, which in many places offer greater protection than afforded by existing law, are

intended to encourage all players in the mobile marketplace to consider privacy implications at the outset

of the design process.") (emphasis added).

4. The word "design" can mean many different things, from intentions (something is done "by

design") to aesthetics (a room can be designed to be visually appealing). But, for the purposes of this

Article, I follow the broad definition outlined by Woodrow Hartzog in his book, Privay's Blueprint,

which defines design as the "processes that create consumer technologies and the results of their

creative processes instantiated in hardware and software." WOODROW HART7ZOG, PRIVACY'S

BLUEPRINT: THE BATTLF TO CONTROi THE DESIGN OF NEW TECHNOLOGIES 11 (2018).
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privacy by design means, they can neither enforce it nor comply with it. This Article
fills this void, situating privacy by design in the sociological and legal literatures and
ultimately providing a model for what a privacy by design statute should look like
in practice.

Any effective privacy by design statute has to answer five questions-namely,
the who, what, when, why, and how of design law. Upon whom are we imposing the
responsibiliy for privacy by design? Most definitions place the burden on data
collectors, processers, and technology companies.5 But this approach presumes a
particular, value-laden definition of "design" that sees it as entirely the company's
responsibility.6 Sociologists of technology, many of whom have shown how the
design process is far more complex, would challenge that presumption.7

When do privacy by design's obligations apply? The obvious answer-namely,
during "design" is circular and implies that we can identify design's clear
beginning and endpoint. But social scientists who study technology argue that
design is an ongoing, iterative social process that involves engineers and corporate
actors, users, exogenous social forces, and even the state. It also continues long after
widget version 1.0 is available for sale.8

What does privagy by design look like in practice? Academics and regulators have
offered a variety of visions for privacy by design, but none offer clear practical
guidance to industry or the courts. To some, a privacy by design law would list a set
of privacy principles;9 to others, it would require coding those principles into
technology's architecture.10 Yet for others, it would mandate that technology
embody certain values.11 This uncertainty is not just fertile grounds for scholars.
Inside technology companies, the effects are real, contributing to frustration,

5. See, e.g., Regulation 2016/679, supra note 1, art. 25, at 48, which states that "the controller
shall,... implement appropriate technical and organisational measures .... " "Controller" is defined as
"the natural or legal person, public authority, agency or other body which, alone or jointly with others,
determines the purposes and means of the processing of personal data," that is, the company behind a
technology product or website. Id. art. 4, para. 7, at 34.

6. See infra Part I.A.
7. SeeTHE SOCIAL CONSTRUCTION OF TECHNOLOGICAL SYSTEMS (Wiebe E. Bijker et. al eds.,

2012).
8. For a good summary of this literature, please see id.
9. See ANN CAVOUIOAN, PRIVACY BY DESIGN: THE SEVEN FOUNDATIONAL PRINCEPLES

(2009), https://iapp.org/media/pdf/resource-center/Privacy%/o20by'/ 20Design%/ 20-%/207%/o20
Foundational%20Principles.pdf I https://perma.cc/U7FH-BPED].

10. See, e.g., Seda Gurses, Carmela Troncoso & Claudia Diaz, Engineering Privay by Design, in
COMPUTERS, PRIVACY & DATA PROTECTION 1, 3 (2011) (arguing that privacy engineering has the
potential to turn privacy by design goals into reality); see also Ira S. Rubinstein & Nathaniel Good, Privacy
by Design: A Counterfactual Anaysis of Google and Facebook Privay Inidents, 28 BERKELEY
TECH. L.J. 1333, 1341-42 (2013) (arguing that privacy by design requires translating privacy principles
into code, both in the back-end infrastructure of data collection and front-end user interfaces).

11. See, e.g., HARTZOG, supra note 4 (laying out a series of guidelines for compliance with privacy
by design, including a series of pro-consumer social values); HELEN NISSENBAUM & MARY
FLANAGAN, VALUES AT PLAY IN DIGITAL GAMES (2014) (discussing the way in which game designers
integrate values into their products).

2019] 1241
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inefficiencies, and confusion.12 Plus, the breadth of possible interpretations of

privacy by design leaves American and European courts, the FTC, and European

data protection authorities completely unbounded when they inevitably confront

the first design law questions.

Why are we imposingprivacy by design mandates? Design's significant, yet invisible,

capacity to manipulate those who exist inside its ecosystem requires us to consider

the values we want design to promote.1 3 There are a number of values that could

be at the center of privacy by design, ranging from enhancing user control to

protecting justice, fairness, and equality.14 A better understanding of the normative

goals of privacy by design can help companies and regulators determine if corporate

actions comply with both the letter and spirit of a privacy by design statute.

How can users pursue their right to privay by design? Vindicating privacy rights is

an ongoing problem in the United States,15 where federal courts have gone out of

12. Several surveys have shown that organizations remain confused about GDPR compliance,

generally. See, e.g., Commvault, Global Survey Shows That 89% of Organisations Are Still Confused by

GDPR, BUS. COMPUTING WORLD (Dec. 14, 2017), https://www.businesscomputingworld.co.uk/

news post/global-survey-shows-that-89-of-organisations-are-still-confused-by-gdpr/ [http://

web.archive.org/web/20180712205117/https://www.businesscomputingworld.co.uk/news-
post/global-survey-shows-that-89-of-organisations-are-still-confused-by-gdpr/]; Survey Finds

That GDPR Is Still Confusing Global Organizations; And Preparations Are Lacking, CONTINUITY

CENT. (Sept. 25, 2017), http://www.continuitycentral.com/index.php/news/em-news/2318-survey-
finds- that-gdpr-is-still-confusing-global-organizations-and-preparations-are-lacking [https://

perma.cc/74FU-5KTW] (37% of companies report not knowing if they need to comply with the
GDPR).

13. See, e.g., 1-ENRI LEFEVBRE, THE PRODUCTION OF SPACE 224 (Donald Nicholson-Smith

trans., 1991) (1984) (the nature of a space is determine by what designers want to happen to not to

happen in it); LUCY A. SUCHMAN, HUMAN-MACHINE RECONFIGURATIONS 186-92, 257-84 (2d ed.

2007) (arguing that users interact with technologies in ways defined by design); Steve Woolgar,

Configuring the User: The Case of Usability Trials, in A SOCIOLOGY OF MONSTERS: ESSAYS ON POWER,

TECHNOLOGY, AND DOMiNATION 59,67-69 (John Law ed., 1991) (users are limited in what they can

do with a product given its design); Julie E. Cohen, Cyberspace As/ and Space, 107 COLUM. L. REV. 210,

225 27 (2007) (the design of online built environments limit user behavior just like the design of

physical environments).
14. Equality can be designed in. See, e.g., Rena Bivens & Oliver L. Haimson, Baking Gender Into

Social Media Design: How Platforms Shape Categories for Users and Advertisers, SOCIAL MEDIA

+ SOCIETY, Oct. 12, 2016, at 3-7 (gender binaries are baked into the design of social media platforms);

Rena Bivens, The Gender Binary Will Not Be Deprogrammed. Ten Years of Coding Gender on Facebook,

19 NEW MEDIA & SOCIETY 880, 880-81 (2017) (even with changes and developments, gender remains
designed into social media platforms).

15. See Daniel J. Solove & Danielle Keats Citron, Risk and Anxiety: A Theory of Data Breach

Harms, 96 TEX. L. REV. 737, 750-56 (2018) (showing how courts conceive of data breach harms

exceedingly narrowly and deny standing to breach victims). In Europe, victims of privacy and data

harms have the benefit of national data protection authorities (DPAs). DPAs are regulatory agencies

that can enforce the data protection rights of EU citizens. They were created by the EU Privacy

Directive in 1995 as part of a multilayered approach to privacy enforcement in the European

community. See Directive 95/46 of the European Parliament and of the Council of 24 October 1995

on the Protection of Individuals with Regard to the Processing of Personal Data and On the Free
Movement of Such Data, 1995 O.J. (L 281).

[Vol. 9:12391242
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their way to put up barriers to privacy plaintiffs.16 Not knowing what privacy's
design law requires of companies erects two more hurdles: it removes a benchmark

by which consumers and their lawyers can judge compliance and makes it difficult
to know how to litigate a potential case.

Without answers to these who, what, when, how, and why questions, design
law is at risk. The law would be open to wildly different interpretations from

jurisdiction to jurisdiction, allowing companies to escape liability by fleeing to
friendly territories.1 7 Vague statutes also give corporate bureaucrats the chance the
define the law in ways that benefit their bottom line rather than consumers, putting

a thumb on the scale by the time the first court has its say.18

Such interpretive problems are nothing new. The limitations of language and
the legislative drafting process often result in statutes that leave their meaning and
details to those interpreting them.19 In those cases, courts and regulators look to
doctrinal guides and analogies to make sense of vague terms.20 Corporations,
investors, and other stakeholders need some manner of predictability as they plan
for a future within the confines of new legal requirements, like privacy's law

of design.
21

16. See, e.g., Spokeo, Inc. v. Robins, 136 S. Ct. 1540,1545,1550 (2016) (denying standing to data
breach victims because of an inability to demonstrate "concrete and particularized" harm resulting from
the breach).

17. See Ian Burrell, Bily Hawkes: The Irishman with a Billion People's Privag to Protect,
INDEPENDENT (Feb. 7, 2014), http://www.independent.co.uk/life-style/gadgets-and tech/news/
billy-hawkes-the-irishman-witha-billion-people-s-privacy-to-protect-9115818.html Ihttps://perma.cc/
D6TS-K57X]; Leo Mirani, How a Bureaucrat in a Struggling Countiy at the Edge of Europe Found Himself
Safeguarding the World's Data, QUARTZ (Jan. 7, 2014), http://qz.com/162791/how-a-bureaucrat-in-
a-struggling-country-at-the-edge-of-europe- foundhimself safeguarding- the-worlds-data/ [https://
perma.cc/LDR6-SVAY].

18. LAUREN B. EDELMAN, WORKING LAW: COURTS, CORPORATIONS, AND SYMBOLIC CIVIL
RIGHTS (2016) (discussing how the internal systems created by regulated companies are often taken as
evidence of compliance with the law even when companies are actively resisting the goals of the law).

19. See e.g., Victoria F. Nourse & Jane S. Schacter, The Politics of Legislative Drafting: A
Congressional Case Study, 77 N.Y.U. L. REV. 575, 594-96 (2002) (documenting "deliberate ambiguity"
in statutes); Adam C. Pritchard &Joseph A. Grundfest, Statutes with Multiple Personality Disorders: The

Value of Ambiguity in Statutoy Design and Interpretation, 54 STAN. L. REV. 627, 640 (2002); see also
FREDERICK REED DICKERSON, THE INTERPRETATION AND APPLICATION OF STATUTES 43-53
(1975) (discussing how the inherent limitations of language create ambiguity in statutes).

20. See, e.g., Larry Alexander, The Banality of Legal Reasoning, 73 NOTRE DAME L. REV. 517
(1998); Scott Brewer, Exemplag Reasoning: Semantics, Pragmatics and the Rational Force of Legal
Argument by Analogy, 109 HARV. L. REV. 923, 937 (1996); Ronald Dworkin, In Praise of Theory, 29
ARIZ. ST. L. J. 353 (1997); James R. Murray, The Role of Analogy in Legal Reasoning, 29 UCIA
L. REV. 833 (1982); Frederick Schauer, Precedent, 39 STAN. L. REV. 571 (1987); Cass R. Sunstein,

On Analogical Reasoning, 106 HARV. L. REV. 741 (1993).
21. See, e.g., Richard Craswell & John E. Calfee, Deterrence and Uncertain Legal Standards, 2

J.L. ECON. & ORG. 279, 279-80 (1986) (showing that uncertainty in the law creates negative
externalities); Kevin V. Tu, Regulating the New Cashless World, 65 ALA. L. REV. 77, 109-13
(2013) (regulatory and legal uncertainty deters investment and development of new business models);
see also JAMS MADISON, THE FEDERALIST No. 62, at 317-18 (Ian Shapiro ed., 2009) ("What farmer
or manufacturer will lay himself out for the encouragement given to any particular cultivation or
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sale, after a product leaves the control of the manufacturer, practical barriers make
post-sale warnings far more expensive and difficult.

2 78

In certain cases, courts have gone further, describing what adequate notices
should look like. Warnings need to be "clear and specific," and clear and
unequivocal warnings on the product itself or in the owner's manual have
sufficed.279 Notices that are too long can undermine their effectiveness. As the
Fourth Circuit has stated, "Well-meaning attempts to warn of every possible
accident lead over time to voluminous yet impenetrable labels-too prolix to read
and too technical to understand.' 280 Several courts have also held that warnings
cannot be simple lists of risks; rather, they must convey information in a format and
using language that gets a consumer's attention and conveys the seriousness of the
risks involved.281 Notice adequacy in products liability law is, therefore, a matter of
"display, syntax and emphasis.'282 Warnings must also be attuned to a consumer's
level of knowledge, or reflect a foreseeable consumer's lack of experience or
skill operating the product.283

Privacy notices can learn from this jurisprudence. The two types of notices in
privacy map neatly on manufacturers' warnings. First, privacy policies, which
developed first as industry's way to stave off regulation284 and spread further under
state and federal mandates,285 are akin to point-of-sale warnings. Privacy policies

278. See id. at 694; see also Schwartz, supra note 204, at 895-96.
279. See Hood v. Ryobi Am. Corp., 181 F.3d 608, 611 (4th Cir. 1999).
280. Id.
281. See Brochu, 643 F.2d at 657. A product warning "may be inadequate in factual content, in

expression of the facts, or in the method by which it is conveyed." Graham v. Wyeth Labs., 666
F. Supp. 1483, 1498 (D. Kan. 1987).

282. See D'Arienzo v. Clairol, Inc., 310 A.2d 106, 112 (N.J. Sup. Ct. 1973) (adequacy "depends
upon the language used and the impression that it is calculated to make upon the mind of an average
user of the product" and involves "[q]uestions of display, syntax and emphasis").

283. See Todalen v. U.S. Chem. Co., 424 N.W.2d 73,80 (Minn. Ct. App. 1988) (when developing
product warnings, manufacturers have to consider inexperience or lack of skill of a foreseeable class of
consumers). It is worth noting that many, but certainly not all, of the cases to describe this more detailed
standard for adequacy involve drugs or chemicals. See, e.g., Brochu, 643 F.2d at 653 (oral contraceptives);
Wyeth Labs., 666 F. Supp. at 1498 (vaccines); D'Arienzo, 310 A.2d at 226 (hair dye). The Restatement
(Third) of Torts immunizes prescription drug manufacturers from design defect liability, see James
A. Henderson, Jr. & Aaron D. Twerski, Drug Designs Are Different, 111 YALE L.J. 151 (2001),
suggesting there may be a trend to treat drug manufacturers differently than other manufacturers. But
see George W. Conk, Is There a Design Defect in the Restatement (Third) of Torts: Products Liabiliy?, 109
YAjLF L.J. 1087 (2000). But, the standard is also used in other types of product liability cases. See,
e.g., Dalton v. Toyota Motor Sales, Inc., 703 F.2d 137 (5th Cit. 1983) (car); Stapleton v. Kawasaki Heavy
Indus., Ltd., 608 F.2d 571, 572 (5th Cit. 1979), opinion amended on denial of reh'g, 612 F.2d 905 (5th
Cit. 1980) (motorcycle).

284. Allyson W. Haynes, Online Privagy Policies: Contracting Away Control over Personal
Information?, 111 PENN. ST. L. REv. 587, 593 (2007) ("Online privacy policies have appeared ... as
voluntary measures by websites . . . .'); see also Steven Hetcher, The FTC as Internet Privay Norm
Entrepreneur, 53 VAND. L. REv. 2041, 2047 (2000) (noting that an FTC threat for greater regulation
resulted in a substantial increase in the number of websites offering privacy policies); Solove & Hartzog,
supra note 167, at 593-94.

285. See Waldman, Privay, Notice, and Design, supra note 23, at 90-95 (showing how state and
federal statutes require privacy policies).

2019] 1279
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warn us of all the ways in which our data will be collected, used, and shared. They

are, however, confusing.286 No one reads them.287 They are long288 and difficult to

understand.289 And they are designed and presented to us in ways that make them

manipulative of our behavior.290 Second, so-called "just-in-time" notices, roughly

like post-sale warnings, are presented to us not when we first buy a Google Phone

or visit a website, but at the moment just before data collection occurs while using

a platform, product, or app, allowing us to navigate our disclosure behavior more

effectively.291 Just-in-time notices have been endorsed by the FTC and

recommended as a best practice in the mobile privacy ecosystem.292 But just-in-time

notifications today are often take-it-or-leave-it and far more about encouraging

users to just click "yes" and move on than consider their disclosure behavior.293

Privacy policies and just-in-time notifications today are ineffective because

they are inadequately designed. In products liability, the design of warnings matters

because courts recognize that presentation influences comprehension and only

comprehensible notices can adequately protect consumers.294 The same should be

true of privacy notices. Under this analogy, "a clear, concise warning of potential"

privacy concerns would be required.295 It could be supplemented by a longer privacy

policy intended for regulators, but technology companies and regulators should

design and present privacy notices with an eye toward ordinary user comprehension,

286. Joel R. Reidenberg et al., Disagreeable Privacy Policies: Mismatches Between Meaning and

Users' Understanding, 30 BERKELEY T[-ICH. L.J. 39, 40, 87 (2015) ("[A]mbiguous wording in typical

privacy policies undermines the ability of privacy policies to effectively convey notice of data practices

to the general public.").
287. See, e.g., George R. Milne & Mary J. Culnan, Strategies for Reducing Online Privacy

Risks: Why Consumers Read (or Don't Read) Online Privay Notices, 18J. INTERACTIVE MARKETING

15, 24 (2004).
288. George R. Milne, Mary J. Culnan & Henry Greene, A Longitudinal Assessment of Online

Privacy Notice Readability, 25 J. PUB. POL'Y & MARKETING 238, 243 (2006). Lorne Cranor estimates

that it would take a user an average of 244 hours per year to read the privacy policy of every website

she visited. See Lorrie Faith Cranor, Necessagy but Not Sufficient: Standardized Mechanisms for Privacy

Notice and Choice, 10 J. ON TELECOM. & HIGH TECH. L. 273, 274 (2012). This translates to about 54

billion hours per year for every U.S. consumer to read all the privacy policies she encountered. See

Aleecia M. McDonald & Lorrie Faith Cranor, The Cost of Reading Privay Policies, 4 I/S: J.L. & POL'Y

FOR INFO. Soc'Y. 540, 563 (2008).

289. See Mark A. Graber, Donna M. D 'Alessandro &Jill Johnson- West, Reading Level of Privagy

Policies on Internet Health Web Sites, 51 J. FAM. PRAC. 642, 642 (2002).

290. See Waldman, Privay, Notice, and Design, supra note 23.

291. FED. TRADE COMM'N, MOBILE PRIVACY DISC[ OSURES: BUILDING TRUST THROUGH

TRANSPARENCY 15 (Feb. 2013), https://www.ftc.gov/sites/default/files/documents/reports/
mobile-privacy-disclosures-building-trust-through-transparency-federal-trade-commission-staff-
report/130201 mobileprivacyreport.pdf [https://perma.cc/ZSJ6-AGPV].

292. See id. at 1.

293. See I-IARTZOG, supra note 4, at 23-67; see also Norwegian Consumer Council, supra note

141. Consider, for example, the take-it-or-leave-it approach of cookie notifications, which are often

presented as acknowledgements with "ok" or "dismiss" buttons rather than with options to "accept"

or "decline" cookies.
294. See D'Arienzo v. Clairol, Inc., 310 A.2d 106, 112 (N.J. Sup. Ct. 1973); Brochu v. Ortho

Pharm. Corp., 642 F.2d 652, 657 (1st Cit. 1981).
295. D'Arien.zo, 310 A.2d at 112.

[Vol. 9:12391280
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using simple statements, user-friendly aesthetics, and colors and tables,296 while
making them accessible to users through pop-ups and even more "visceral" forms
of notice that ensure understanding.297 Moreover, because technology companies
face none of the practical burdens manufacturers used to face when trying to reach
consumers post-sale, just-in-time notifications should follow the same rules.

4. Why?

The next building block of privacy's design law is identifying its underlying
values. This is an important task, as it helps make sense of confusing statutory
language298 and helps regulated entities craft effective compliance strategies. But, as
discussed above, the various definitions of privacy by design reflect a variety of
different values, including control, trust, and obscurity, among others.299 Indeed, it
is hard to imagine privacy values not embraced by some definition of privacy by
design. A products liability paradigm offers a different perspective: fairness.

Fairness was at the heart of Justice Traynor's concurrence in Escola v. Coca
Cola Bottling,3°° where he laid out the policy arguments justifying strict liability for
defective products. Whereas manufacturers can anticipate some of the dangers in
their own products, consumers of mass produced goods cannot.301 Whereas
manufacturers are well situated to bear the costs of preventing injury through new
designs, consumers are generally unprepared to handle the overwhelming cost of
injury to life and limb.302 And whereas manufacturers are the ones placing
dangerous goods on the markets, consumers are the ones getting injured.303 As the
torts scholar Gregory Keating put it, as between the party benefiting from
production and the party that "happen[s] to be victims," those that cause harm as a
result of their profit-making activities should be responsible, and not only because
they can more easily absorb and distribute the loss.304 It is, rather, a matter of simple
fairness.305 As a weapon of fairness, products liability law aims to reset the
imbalance between producers and consumers, holding manufacturers' responsible
for the harm they cause.

296. See Waldman, Privay, Notice, and Design, supra note 23, at 117-24.
297. Ryan Calo, Against Notice Skepticism in Privag (and Elsewhere), 87 NOTRE DAME-.

L. REv. 1027, 1034-44 (2012).
298. See, e.g., KARL LiWELLYN, TH-E COMMON LAW TRADITION: DECIDING APPEALS 268-77

(1960); Lon Fuller, Positivism and 1idelity to Law: A Reply to Professor Hart, 71 HARV. L. REV. 630,
667 (1958) (arguing that rather than trying to discern the meaning of specific words, the task of
interpretation is to look at the statute and make it a "coherent, workable whole").

299. See spra Part I.B.2.
300. Escola v. Coca Cola Bottling, 150 P.2d 436 (Cal. 1944).
301. Id. at 440-41 (Traynor, J., concurring).
302. Id.
303. Id.
304. Gregory C. Keating, Pressing Precaution Beyond the Point of Cost-justification, 56

VAND. L. REv. 653, 667 (2003) (calling this rationale "enterprise liability').
305. Gregory C. Keating, Rawlsian Fairness and Regime Choice in the Law of Accidents, 72

FORDHtAM L. REv. 1857 (2004).
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The wide social, informational, and resource asymmetry between technology

companies and their users mirrors the power imbalance between manufacturers and

consumers described by Justice Traynor in Escola, thus requiring a similar rebalance

through a fairness lens. Technology companies know (or should know) about the

privacy risks their products create, but because those data collection tools are "black

box" proprietary algorithms, ordinary consumers are ill-equipped to protect

themselves.306 Technology companies are some of the most dynamic, nimble, and

richest businesses operating today,307 which makes them far more capable than

ordinary consumers to address privacy dangers. Users can only try to deal with the

enormous costs after something goes wrong. Fairness dictates that technology

companies should shoulder the responsibility of designing products that better

protect users from privacy dangers that users cannot protect against themselves.

Fairness also recognizes the undeniable connection between privacy and

equality.308 Traditionally marginalized social groups require data privacy in ways

entrenched majorities often fail to recognize. As Mary Anne Franks has explained,

"[a]ttentiveness to race, class, and gender is vital to understanding the true scope of

the surveillance threat. Marginalized populations, especially those who experience

the intersection of multiple forms of subordination, also often find themselves at

the intersection of multiple forms of surveillance: high-tech and low-tech, virtual

and physical."309 And those forms of surveillance can be designed into new

technologies. For example, surveillance apps, geosocial tracking, and other tools are

becoming common weapons in intimate partner violence.310 A fairness-in-design

approach puts the onus on the designing company to consider how design will not

just affect the ordinary consumer, but also marginalized consumers, many of whom

have even less of an opportunity to protect themselves from privacy harms.311

306. See PASQUALE, smpra note 44, at 3, 28-31, 34-36, 78-79.

307. Apple recently became the first American company worth $1 trillion. See Mark Gutman,

Apple Becomes First U.S. Copany to Hit $1 Trilon Value, BLOOMBERG (Aug. 2, 2018 11:57 AM),

https://www.bloomberg.com/news/articles/
2 018-08-02/apple-becomes-first-u-s-company-to-hit-I-

trillion-market-value [http://web.archive.org/web/20190330222838/https://www.bloomberg.com/

news/articles/2018- 08 -02/apple -becomes -first-u- s -company- to-hit- -trillion-market-value ].

Moreover, on July 26, 2017, Facebook reported $9.3 billion in revenue for the second quarter of that

year, up 45 percent from the same period in 2016. Profits rose to $3.9 billion, up 91 percent from

the previous year. See Mike Isaac, Facebook's Profit and Revenue Surge, Despite Company

Predictions of a Slowdown, N.Y. TIM ES (July 26, 2017), https://www.nytimes.com/
2

01
7

/0
7

/
2 6

/

technology/facebook-users-profit.html [https://perma.cc/62LT-RW7J].

308. See, e.g., JUDITH W. DECEW, IN PURSUIT OF PRIVACY: LAW, ETHICS, AND THE RISE OF

TECHNOLOGY (1997) ("Protection of privacy enhances and ensures the freedom from such scrutiny,

pressure to conform, and exploitation.').

309. Mary Anne Franks, DemocraticSurveillance, 30 HARV.J.L.& TEcH. 425, 464 (2017).

310. See, e.g., Rahul Chatterjee et al., The Spyware Used in Intimate Partner Violence, IPV TECH

RES. (2018), https://www.ipvtechresearch.org/pubs/spyware.pdf [http://web.archive.org/web/2019

0510222447/https:/ / www.ipvtechresearch.org/pubs/spyware.pdf] (presented at the 2018 IEEE

Symposium on Security and Privacy).

311. This is especially true when predictive algorithms reflect data and human biases. See, e.g.,

Julia Angwin et al., supra note 139.
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5. How?

Privacy's law of design must also provide sufficient notice to users, allowing
them to both distinguish compliance from malfeasance and practically enforce their
right to a design process that considers their privacy from Day 1. Unfortunately,
pathways to vindicating design rights have rarely been part of the privacy by design
literature. Scholars either ignore it and focus on corporate ex ante obligations312 or
deputize regulators like the FTC, European DPAs, and state attorneys general as
privacy enforcers.3 13 Undoubtedly, regulators should be (and are) empowered to
force technology companies to follow privacy's law of design. And, as Woodrow
Hartzog has argued, the FTC is well-situated to consider manipulative and abusive
design as part of its mandate to police "unfair and deceptive" business practices.3 14

But saddling consumer safety regulators with the entire burden of enforcing
privacy's law of design is risky. Both the FTC and European DPAs are overworked
and lack the budgets and institutional capacities to address bad corporate behavior
on their own.315 Users must be able to validate their own design rights through a
private right of action built into a privacy by design statute. Products liability offers
several insightful lessons to make that a reality.

Privacy plaintiffs have struggled to prove particularized harm because courts
have routinely found their claims of injury-risk of future harm, preventative
measures to guard against identity theft, and anxiety about data security316-too
speculative.317 In so doing, judges are requiring plaintiffs to demonstrate harms as

312. Ann Cavoukian's PbD, for example, makes no mention of privacy by design as a consumer
right capable of validation through the courts. See CAVOUKIAN, supra note 9.

313. See, e.g., HARTZOG, supra note 4, at 138-42 (describing how the FTC has already litigated
cases involving deceptive design tactics).

314. Id.; see also Woodrow Hartzog, Unfair and Deceptive Robots, 74 MD. L. REV. 785 (2015)
(arguing that the FTC has the capacity to regulate the deceptive designs of robots).

315. See Solove & Hartzog, supra note 169, at 600 (stating that the FTC averages 10 enforcement
actions per year); see also EUROPEAN UNION AGENCY FOR FUNDAMENTAL RIGHTS, DATA
PROTECTION IN THE EUROPEAN UNION: THE ROLE OF NATIONAL. DATA PROTECTION
AUTHORITIES 42 (2010), available at http://fra.europa.eu/sites/default/files/fra-uploads/ 815-Data-
protectionen.pdf [https://perma.cc/JS52-NE4R] ("In many Member States, DPAs are not in a
position to carry out the entirety of their tasks because of the limited economic and human resources
available to them. This is the case in Austria, Bulgaria, Romania, Cyprus, France, Greece, Italy, Latvia,
Netherlands, Portugal and Slovakia.'); Julia Powles & Enique Chaparro, How Google Determined Our
Right to Be Forgotten, GUARDIAN (Feb. 18, 2015, 2:30 EST), http://www.theguardian.com/
technology/2015 / feb/18/the- right-be- forgotten-google-search [https://perma.cc/NU7B- UADQ]
("Most of Europe's 31 national data protection authorities are cumbersome, under-resourced
bureaucracies issuing occasional, random fines and reacting when a court occasionally clarifies the
law.").

316. For a taxonomy of alleged data breach harms and an insightful discussion of how courts
have conceptualized those harms, see Solove & Citron, supra note 5, at 749-54. "The overarching
concern is that risk and anxiety are speculative, subjective and, worse, susceptible to manipulation by
attorneys who desire to manufacture injuries out of a data breach." Id. at 774.

317. See, e.g., Clapper v. Amnesty Int'l USA, 568 U.S. 398 (2013) (plaintiffs failed to show that
ongoing government surveillance affected their work in any way); Reilly v. Ceridian Corp., 664 F.3d 38,
40, 43 (3d Cit. 2011) (increased risk of identity theft is too speculative); In re Jetblue Airways Corp.
Privacy Liig., 379 F. Supp. 2d 299, 326-27 (E.D.N.Y. 2005) (stating that "loss of privacy" is not a
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if an invasion of privacy is no different than getting hit by a car, a fist, or falling

debris. But the two injuries are quite different and in ways that the law has long

understood. Privacy plaintiffs should not be crammed into a physical harm box;

other types of harms are recognized at common law. The tort of assault, where the

shibboleth of liability is fear, not physical or pecuniary harm, is more than 600 years

old.318 Intentional infliction of emotional distress (LIED) compensates for

emotional harm as well.319 Daniel Solove and Danielle Citron have argued that an

objectively reasonable person standard can determine the reasonable cost of

ensuring against the intangible, though no less real, risks associated with data

breaches, thus creating a cognizable injury.320 Failing to consider privacy during

design creates technology products that put our privacy at risk.321 As Ryan Calo has

argued, this kind of harm is analytically distinct from the category of harm

cognizable in torts like assault and IED.3 22 It also resembles the intangible harms

Solove and Citron discussed in the data breach context.323 Therefore, assessing the

reasonable costs of injury prevention could operate in design litigation as well.

As a statute, privacy's design law can impose statutory damages that obviate

the need for any user to identify specific harm, much like the GDPR. Products

liability justifies this. Products liability recognizes that in addition to a specific injury

caused by a faulty product, defective designs on the market carry social costs: they

can cause harm to many people at the same time, burden ordinary individuals with

outrageous recovery costs,324 and allow predatory manufacturers to gain a

competitive advantage by shortcutting safety.3 25 These social costs are one of the

sufficiently concrete injury to survive a motion to dismiss). Butsee Galatia v. Nationwide Mut. Ins., 663

Fed. App'x 384, 388 (6th Cir. 2016) (recognizing that increased risk of identity theft and reasonably

incurred mitigation costs to avoid future harm were sufficient for standing because hackers allegedly

had stolen plaintiffs' information and the defendant offered free credit monitoring services to help

consumers mitigate danger). Recently, in Spokeo v. Robbins, 136 S. Ct. 1540, 1549 (2016), the Supreme

Court held that a plaintiff had to show "concrete" injury for Article III standing, but that "intangible

harm" and "risk" could suffice if it bore a "close relationship to a harm that has traditionally been

regarded as providing a basis for a lawsuit."
318. I de S et Ux. v. W de S, Y.B. 22 Edw. 3, fol. 99, pl. 60 (1348).

319. See Nancy Levit, Ethereal Torts, 61 GEo. WASH. L. REV. 136, 140-58 (1992) (discussing

various examples included IIED).
320. See Solove & Citron, supra note 15, at 774.
321. HARTZOG, supra note 4, at 1-21 (discussing the pervasive role of design and its

manipulative potential to take away our data).
322. Ryan Calo, Privay Harm Exceptionalism, 12 CoLo. TECH. L.J. 361, 363 (2014).

323. See generaly Solove & Citron, supra note 15 (discussing how data breaches cause increased

feelings of risk, anxiety, and emotional harm).
324. See Ellen Wertheimer, Punitive Damages and Strict Products Liabiliy: An Essay in

Oxymoron, 39 VIi.. L. REV. 505, 506 n.4 (1994) ("Design defects thus threaten equally all those who

come into contact with the particular product, and therefore bring with them the potential for

widespread injury and liability."); see also CALABRESI, supra note 43, at 24, 70, 72 (arguing for shifting

social costs of accidents from individual victims to those more capable of handling them).

325. See Michael Rustad, In Defense of Punitive Damages in Products Liability: Testing Tort

Anecdotes iwith Empirical Data, 78 IOWA L. REV. 1, 86 (1992).
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reasons why products liability permits punitive damages in some circumstances.326

Therefore, significant statutory damages can be imposed to deter technology
companies from evading their design responsibilities to society.

6. Privacy's Design Law Summay

Tying these who, what, when, why, and how strands together gives us a vision
of privacy's law of design. Under this model, a privacy by design statute would
require anyone who develops and markets products that collect and process user
data327 to, when conceiving, designing, developing, and using those products,328

balance the products' benefits to consumers against their foreseeable privacy risks
and only place in commerce those products that achieve reasonably similar
consumer benefit with the least privacy risk.329 This duty includes the responsibility
to inform users, throughout the lifecycle of products, of how the products collect
and process data and of all foreseeable privacy risks in a manner that adequately and
comprehensibly conveys those risks to an ordinary user.330

This approach to privacy's law of design has several advantages. First, it
reflects both the social nature of design and the importance of fairly allocating
responsibility for protecting personal privacy. Current privacy law, based on the
myth of control and extracted consent,331 forces unprepared users to bear the
burden of protecting their information in the face of manipulative design. As
Woodrow Hartzog has written, even when platforms give control to users through
various options, privacy centers, and click boxes, consent "can act to shift the
burden of responsibility for protecting privacy to people who are less equipped to
handle it .... Control ... comes [with] a practical obligation" to exercise that
control.332 When users do not, as primed by design,333 technology companies
translate our "inaction as acquiescence.' 334 This formulation of privacy by design
is consciously meant to tip the balance back toward corporate responsibility for
privacy.

326. See, e.g., Acosta v. Honda Motor Co., 717 F.2d 828, 839 (3d Cit. 1983) (punitive damages
may be awarded for "outrageous conduct"); Palmer v. A.H. Robins Co., 684 P.2d 187, 227-28 (Colo.
1984) (punitive damages intrauterine device case); Sturm, Ruger & Co. v. Day, 594 P.2d 38, 46-47
(Alaska 1979) (allowing punitive damages where gun manufacturer knew of defective design yet still put
the revolver in commerce), modified, 615 P.2d 204 (Alaska 1980), cert. denied, 454 U.S. 894 (1981); Rinker
v. Ford Motor Co., 567 S.W.2d 655, 668 (Mo. Ct. App. 1978) (stating that "there is no fundamental
reason for excluding products liability cases from the cases in which punitive damages may be
recovered"); see id. at 67-69.

327. See supra Part II.C.1.
328. See supra Part II.C.2.
329. See supra Part 11.C.3.
330. See supra Part 1I.C.3.d.
331. See HARTZOG, supra note 4, at 62-67.
332. See Woodrow Hartzog, Privagy and the Dark Side ofControl, 1AI NEWS (Sept. 4, 2017), https:/

/iainews.iai.tv/articles/privacy-the-dark-side-of-control-auid-882 [https://perma.cc/J8DH-F5YQ].
333. See NOR. CONSUMER COUNCIL, supra note 293, at 12-39.
334. See HARTZOG, supra note 4, at 66.

2019] 1285



U.C. IRVINE LAIW REVJIEW[

Second, this model of privacy's design law is clear, yet flexible. It provides a

governing structure and some level of certainty as to what the law requires without

mandating specific designs. The only specific limit it places on designers is the

requirement to choose a reasonably alternative privacy-protective design when one

exists. Otherwise, design law guarantees that privacy will have a fair shake during

design. And for judges and regulators seeking to interpret design law's requirement,

a products liability model gives them the tools to answer vanguard questions as they

come up. It also gives users clear guideposts for pursuing their design rights through

regulators like the FTC or directly through the courts.

Third, despite its flexibility, it nevertheless places limits on predatory,

opportunistic corporate behavior. Absent a requirement to consider privacy during

design and to market only those products that achieve similar goals with privacy-

protecting tools, many dangerous technologies are making their way to unsuspecting

consumers. For example, there is no reason why a smartphone flashlight app needs

to collect terabytes of user data and share it with advertisers.335 Nor should an app

track us after we delete it.336 Privacy's design law would restrict this kind of

deception.

That said, some might object to this formulation of privacy's law of design as

arbitrary; that is, ask why products liability? Although it is true that other analogies

besides products liability-consumer protection, for example337-could bring

clarity to privacy by design, products liability for design defects makes the most

sense. As I argued above, privacy by design and products liability developed in

similar socioeconomic circumstances to address similar problems of design. They

both focus on the way new technologies are built and how they affect real people.

That other options exist does not detract from the validity of the products liability

analogy.

This proposal may also trouble those who feel that judges, juries, and

regulators do not belong meddling in the design process. Indeed, if privacy's law of

design requires technology companies to demonstrate that products sold to users

did not have a reasonable alternative privacy-protective design, the judgment of

courts or regulators could supplant the judgment of designers themselves. Such

concerns are overblown. Products liability for design defects has been around for

decades, and overtime, judges have developed flexible standards for determining

what is safe and reasonable. At no time have judges replaced designers. For example,

courts decided that building a car with seatbelts capable of inflicting injury during

an accident is unreasonably dangerous,338 but those judges never designed new

seatbelts themselves. Rather, they set out boundaries, made value judgments, and

335. See Robert McMillan, The Hidden Privay Threat Of... Flashlight Apps?, WIRED (Oct. 20,

2014 2:30 AM), https://www.wired.com/2014/10/iphone-apps/ [https://perma.cc/ASQ9-YH

XN].
336. See, e.g., Lily Hay Newman, supra note 232.
337. See HARTZOG, supra note 4, at 123-26.

338. See, e.g., Garrett v. Ford, 684 F. Supp. 407 (D. Md. 1987).
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represented society's interests in designing safe cars. That said, if privacy's design
law shines some light on the "black box" of technology design, that might be a good
thing. Technology companies today reap enormous benefit from zealously guarding
their algorithmic secrets. And yet, as Frank Pasquale has shown, opaque data
collection tools have the potential to influence and manipulate human behavior.339

They can discriminate,340 and cause substantial harm to real people.341 Technology
companies are even using the opacity of their data products market technologies
without taking responsibility if something goes wrong.342 Peering into the black box
to ensure social justice concerns like safety and privacy are at least part of the design
process is long overdue.343

A third related objection is that this formulation of privacy's design law would
stifle technological innovation. Again, I disagree. Despite the prevalence of the
argument that regulation stunts innovation, there is very little evidence in support.344

Indeed, creativity and innovative thinking often thrive within constraint.345 And
even if that were not the case, I am unwilling to surrender to the intellectual
hegemony of innovation. Sometimes, there are other things that matter more,
including fairness and protecting users from predatory, data-hungry design.

CONCLUSION

Privacy by design today is a lot of hype with very little substance. Although it
has enormous potential to reset the power imbalance between data collectors and
users, it suffers from too much ambiguity. It has yet to define its who, what, when,
why, and how. And without that, it cannot transition from a buzzword to a legal
mandate.

339. See PASQUALE, supra note 44, at 18.
340. See, e.g., Julia Angwin et al., supra note 139.
341. See Sidney Fussell, Al Professor Details Real-World Dangers of Algorithm Bias, GIZMODO

(Dec. 8, 2017 5:00 PM), https://gizmodo.com/microsoft-researcher-details-real-world-dangers-of-
algo-1821129334 [https://perma.cc/JGX9-8JV7] (discussing several harms to users from black box
algorithms).

342. See Erin Murphy, The New Forensics: Criminal Justice, False Certainoy, and the Second
Generation of Scientific Evidence, 95 CAL. L. REV. 721, 729 (2007) (noting that DNA typing "weathered
a series of challenges related to the reluctance of private companies to divulge claimed proprietary
secrets"); Rebecca Wexler, Life, Liberty, and Trade Secrets: Intellectual Property in the Criminal Justice
System, 70 STAN. L. REV. 1343, 1356-71 (2018) (discussing several cases in which courts have denied
motions to disclose how secret algorithms impacted criminal justice).

343. See PASQUALE, supra note 44, at 189-220 (calling for an "intelligible society," where we can
understand how data inputs generate the effects algorithms have on us).

344. See Robert Atkinson & Les Garner, Regulation as Industrial Poliy: A Case Study of the
U.S. Auto Industry, 1 ECON. DEV. Q. 358 (1987) (finding regulation had a positive impact on
innovation in the auto industry); Richard Newell, Adam Jaffe & Robert Stavins, The Induced Innovation
Hypothesis and Energy-Saving Technological Change, 114 Q.J. ECON. 941 (1999) (finding innovation as a
result of imposition of energy conservation standards); Katherine J. Strandburg & Yafit Lev-Aretz,
Better Together: Privacy Regulation and Innovation Poliy (forthcoming 2019) (demonstrating that little
evidence exists for the argument that privacy regulation will stifle technology innovation).

345. See, e.g., Joseph P. Fishman, Creating Around Copyright, 128 HARV. L. REv. 1333 (2015)
(the constraints imposed by copyright law promote the creativity of subsequent authors).
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This Article set out to facilitate that transition by answering privacy by design's

open legal questions. It began by laying out those questions, and it relied on science

and technology and sociology scholarship to identify the built-in complexities and

assumptions of each. With this background, and drawing from the law of products

liability for design defects, the Article then offered a new vision for what privacy by

design should mean in practice. And that analogy makes sense. Both doctrines

emerged in similar socioeconomic contexts to answer similar questions. Both share

the similar goals of creating safer products and protecting consumers from harm.

Both recognize that the best way to do that is to have an impact on ex ante design

rather than to wait for something to go wrong. Both want to be sufficiently flexible

to balance the need for regulation with breathing room for dynamic technological

change.

Privacy by design has been around for over a decade. But as it matures so must

its scholarship. Privacy studies on design need to shift from ideas to substance if

design law's impact is going to match its potential. Future scholarship must apply

this model of privacy's law of design to specific questions as they come up. It must

also be tested to determine if this, or any other, vision is being operationalized on

the ground, at the technology companies designing the digital products we use every

day and among data protection regulators and policymakers. This research can take

the form of ethnographic interviews and controlled experimentation. Policymaking

about privacy by design should not only consider the paradigm proposed in this

Article, but it should focus on the purposes and goals privacy by design is meant to

achieve. In this Article, I focused on protecting consumers, alleviating power

imbalances, removing manipulative and privacy-invasive technologies from the

market, and, above all-fairness. Privacy's law of design, whatever form it takes,

can be successful when it embraces these values.
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